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ABSTRACT 
 
The visual-near infrared (VIS-NIR) face matching, sharing 
the illumination-invariant property of NIR face image and 
remaining the use of existing VIS face images as enrollment, 
has been a popular issue in recent years. However, existing 
techniques assume that there are sufficient pairwise VIS and 
NIR images for each person during training, which is not 
realistic in VIS-NIR matching problem, as no NIR images 
are available for people who have already been registered in 
the existing face recognition system and only a handful of 
pairwise VIS and NIR face images captured from new 
people are available. To address this problem, we formulate 
the VIS–NIR matching as a transductive learning problem, 
which is a first attempt to our best knowledge. Moreover, 
we propose a transductive method named Transductive 
Heterogeneous Face Matching (THFM) by alleviating the 
domains difference and learning the discriminative model 
for target simultaneously, making it possible to take the 
query/probe NIR images into account in a transductive way. 
Experimental results validate the effectiveness of our 
approach on the heterogeneous face biometric database. 
 

Index Terms— Heterogeneous face recognition, VIS-
NIR face matching, Transductive learning 
 

1. INTRODUCTION 
 
The illumination problem [10], as a major challenge for face 
recognition, has largely restricted the use of traditional 
visual (VIS) image based face recognition in practical 
applications. Recently, a solution is given by using active 
near infrared (NIR) imaging which is proved to be invariant 
to visible light illumination changes [11].  

However, many real world face recognition systems 
have already got lots of people enrolled using their VIS face 
images and it is hard to re-enroll these people using NIR 
images. Moreover, in many real-world applications, such as 
E-passport, machine readable traveling document (MRTD), 
ATM, etc, the ability of matching NIR probe images to the 
gallery VIS images is of significant importance since the 
query/probe face images are always acquired/captured in 
poor illumination conditions. Therefore, it is worth taking 
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advantage of the NIR based approach and extending the 
VIS-VIS face recognition system to a heterogeneous form 
using NIR-VIS faces matching. 

The difficulties of matching heterogeneous images are 
mainly due to the matching across image modalities. A few 
works have been proposed to handle this problem. Yi et al. 
introduced canonical correlation analysis (CCA) to learn the 
correlation between NIR and VIS faces from NIR-VIS face 
pairs and the learned correlation is used to evaluate 
similarity between an NIR face and a VIS face [2]. In order 
to tackle the inter-modality problem, Lin & Tang [3] 
considered the empirical discriminative power and the local 
smoothness of the feature transformation and proposed a 
common discriminant feature extraction (CDFE), in which 
both inter-modality discriminant information and intra-
modality local smoothness are involved. Recently, Lei & Li 
[4] suggested solving this challenging problem in a more 
efficient manner. In their coupled spectral regression (CSR), 
a low dimensional representation for each face is first 
computed using discriminative graph embedding method 
and then two associated projections are learned respectively 
to project heterogeneous data into the discriminative 
common subspace for final classification. 

Most existing methods assume that the people in testing 
stage are included in the training set, which is an inductive 
learning procedure. However, as mentioned above, a large 
amount of people have only registered their VIS images in 
the existing face systems (i.e. the corresponding NIR images 
were not registered). While we only collect a handful of 
available new people samples having pairwise VIS and NIR 
face images. Hence, all learning methods aforementioned 
are focusing on training set only and not directly designed to 
handle this realistic problem. 

In this paper, we address the above problem by 
introducing a transductive VIS-NIR matching approach. As 
far as we know, it is the first time to formulate the VIS-NIR 
matching problem in a transductive framework. Our 
proposed THFM, different from previous methods, seeks to 
find out a feature space that alleviates the heterogeneous 
difference and meanwhile preserves discriminative infor-
mation of testing target people by using both training and 
gallery sets. As a result, the heterogeneous face matching 
problem can be seem as a homogeneous face recognition 
problem in such feature space, which makes it possible to 
utilize newly captured unlabelled probe NIR images in a 
transductive form. Following this intuition, we impose a 
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penalty term on the difference between probe NIR images 
and gallery VIS images to constrain the bias caused by 
heterogeneous difference. The proposed THFM is proved 
effective and performs much better than existing methods in 
the heterogeneous face database. 

Thought there is existing work on transductive face 
recognition [13, 15], the motivation is different and more 
important they cannot address the heterogeneous face 
matching problem. 
 

2. TRANSDUCTIVE FORMULATION  
 
Most existing systems only register the VIS face images for 
existing people (denoted as set A), while we only have a few 
newly registered people (denoted as set B) having both VIS 
and NIR images. The main objective of developing a 
matching technique between VIS and NIR face images is to 
match a probe NIR face image of any person in Set A to its 
gallery (registered) VIS image using information of both set 
A and set B (as shown in Fig.1). In this section, we try to 
formulate the VIS-NIR face matching problem using 
transduction. 

Assume that we have a set of gallery VIS images 
denoted by ,{ | }Gallery

p i Testx p C  from subjects enrolled in the 
existing face recognition system, where ,

Gallery
p ix  is the ith 

sample of class p in the gallery set. Also, in order to extend 
the face recognition system to the form of VIS-NIR 
matching, we collect a small set of pairwise VIS-NIR face 
images belonging to those who are used for learning the 
relationship between VIS and NIR domains, denoted as 

_
,{ | }Tr VIS

q i Trainx q C  and _
,{ | }Tr NIR

q j Trainx q C  respectively. 
The task is to match any NIR image ,

probe
p jx  of the probe set 

,{ | }Probe
p i Testx p C to its corresponding gallery image ,

Gallery
p ix  

in VIS domain, where ,
Probe
p jx  and ,

Gallery
p ix   are sharing the 

same labels. It should note that, the labels of gallery samples 
are available but those of probe set are unknown. 

In contrast to inductive inference approximating a 
functional dependency firstly and then using it to evaluate 
the values of a function at the points of interest, transductive 
inference estimates the values of a function at the points of 
interest in one step [12]. Two assumptions must be satisfied 
in traditional transductive methods: a) the labels of probe 
samples should be included in the gallery set; b) samples in 
probe and gallery sets are independent and identically 
distributed (i.i.d.). 

In the context of VIS-NIR matching, the testing set (set 
A) contains two parts: gallery set containing VIS images 
used for registration and probe NIR images (captured by a 
series of cameras). We assume that, for a given probe image 

1 ,
NIR
c q jx , its corresponding gallery image 

1 ,
VIS
c q ix  has already 

existed though the label is assumed unknown. Thus, the 
only thing we concerned is the latter assumption. However, 
we find that distributions of gallery and probe sets are 
probably not consistent in the pixel space since images 
captured in VIS and NIR lighting condition differ from each 
other. That is, traditional transductive methods like KNN 
and TSVM could not be directly applied here. Nevertheless, 
given a training set of pairwise VIS and NIR images (set B), 
it is possible for us to alleviate the domain distinction and 

 
 

Fig. 1. Illustration of VIS-NIR face matching 
 
formulate the procedure of matching the probe images to the 
VIS images in the gallery set in a transductive framework. 
 

Our main idea is to develop a matching technique from 
training data and adapt it to the matching problem between 
gallery and probe sets. In particular, we would like to search 
for a feature space in which the difference caused by domain 
distinction can be alleviated and meanwhile discriminant 
information for target classifying is persevered. Though a 
two step approach could be adopted here by first searching a 
domain-invariant feature space and then learning a 
discrimimant model by the projected gallery samples, 
discriminant information would be likely lost in the first 
step when the amount of training samples is limited. Hence, 
in order to avoid this drawback, we formulate the VIS-NIR 
face matching problem in a unified framework using 
transduction. 
 

3. PROPOSED ALGORITHM 
 
In this section, we elaborate our proposed THFM in three 
folds: domain invariant feature extraction, target related 
discriminant model learning and cross domain penalization. 
 
3.1. Domain Invariant Feature Extraction 
 
Searching for the domain invariant feature or common 
features in VIS and NIR domains is a key ingredient for the 
VIS-NIR face matching problem [2-4]. Naturally, since 
there are a small amount of available training samples (set B) 
for us to investigate the relationship between two domains, 
we hope that the expected feature mapping :f X Z  
could draw points of the same class together despite which 
domain them belong. We attempt to realize it by minimizing 
the intra-class variation of training samples in feature space. 

Suppose that we are given the training VIS-NIR images 
_ _

, , ,{ | } { | } { | }Tr Tr VIS Tr NIR
q k Train q i Train q j Trainx q C x q C x q C , 

where ,
Tr
q kx  is the kth sample of class q. The intra-class 

variation can be quantified by the trace of average intra-
class scatter matrix 

Set A 
Gallery 
(VIS) 

(NIR) 
Probe 

Training 

? 
Set B 

 VIS 

 NIR 
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, ,
1 ( )( )

Train

Tr Tr Tr Tr T
intra q k q q k q

q C kTr

S x m x m
N

 (1) 

where Tr
qm  represent the mean of class q in training set, NTr 

denotes the number of classes in training set and qN  is the 
total amount of samples in class q. 
 
3.2. Target Related Discriminant Model Learning 
 
Matching probe images to the gallery images can be seen as 
applying a classifier trained on the gallery set to those probe 
images. However, it works only when the samples in the 
gallery and probe set are coming from the same domain. 
Fortunately, as we consider domain invariant feature 
extraction and target classification simultaneously, we are 
able to cope with the heterogeneous matching problem in a 
homogeneous way. That is, the classifier trained by gallery 
set would be adaptively fit for the probe images in the 
feature space.  

Thus, we hope that the discriminant information of 
gallery set could be preserved in the desiring feature space. 
Lots of work has been done on the discriminant analysis, 
such as FDA [13], MMC [15], SVM [14] etc. Without loss 
of generalization, we adopt the between-class variation to 
measure the separability of subjects in gallery set, which is 
proved effective in FDA described by the inter-class scatter 
matrix. 

Using denotation in section 2, the average between-
class variation in gallery set is calculated by the trace of 

1 ( )( )
Test

G G G G T
inter i i i

i CG

S N m m m m
N

 (2) 

where Ni represents the amount of samples in class i, NG is 
the sum of Ni, mi

G  denotes the mean of class i and mG is the 
mean of all gallery samples. 
 
3.3. Cross Domain Penalization 
 
In section 3.1, we have considered the relation between VIS 
and NIR domains using training set. However, since our 
goal is to perform matching on the testing data (set A), we 
have to guarantee that the VIS and NIR images of the same 
person in testing set have the same or similar representation 
in the feature space. It should note that, label information of 
probe images is missing, which leads to the failure of 
aligning VIS and NIR face images according to their labels. 

In this part, we attempt to incorporate the Maximum 
Mean Discrepancy (MMD) [8] to model and penalize the 
cross domain difference in testing set for its briefness and 
effectiveness. Other works can be found for modeling 
distribution difference, including kernel mean matching 
(KMM) [7], Bregman Divergence based regularization [9]. 
However, these methods assume that all samples are come 
from the same domain, which is different from that in 
heterogeneous face matching. 

Consequently, given samples ,{ | }G Gallery
p i TestX x p C  

and ,{ | }P Probe
p i TestX x p C  drawn from two different 

domains and the feature map f, the empirical estimate of 

MMD between the two distributions in the feature space is 
defined as  

2

, ,
, ,

1 1( , ) ( ) ( )G P Gallery Probe
p i p j

p i p jG P

MMD X X f x f x
N N

 (3) 

It can be verified that ( , )G PMMD X X  can be written as: 

( ) ( , ) ( )G P Tf MMD X X tr ZLZ  (4) 

where { ( ) | }G P
k kZ f x x X X , G

GN X , P
PN X ,  

[ ]ijL L  with 21ij GL N  if ,i jx x  are gallery samples, 
21ij PL N  if ,i jx x  belong to the probe set, otherwise 

1ij G PL N N . 
 
3.4. The Proposed Criterion 
 
Based on the analysis above, we attempt to search a feature 
space in which intraS and ( )f  are minimized and 
meanwhile  interS  is maximized. If we consider the feature 
mapping f  as the linear function, then ( ) Tf x W x , we 
form our objective function as follow: 

( )
max  

( ( ) )

T
inter

TW
intra

tr W S W
tr W S M I W

 (5) 

where , [ , ]T G PM XLX X X X ,  is a constant for 
Tikhonov regularization which is used to avoid degeneration 
in the generalized Eigen-decomposition problem. Note that, 
nonlinear situation could be extended straightforwardly.  

Finally, the solution to (5) is equal to the leading 
eigenvectors computed by the following general eigenvalue 
problem 

( )inter intraS w S M I w  (6) 

Note that, only eigenvectors with non-zero eigenvalue 
are kept in our final result. 
 

4. EXPERIMENTS 
 
In this section, we apply the proposed algorithm to the VIS-
NIR face images matching. We used the heterogeneous face 
biometric (HFB) dataset published in the 2009 IEEE CVPR 
[1], which contains 100 persons, each with 4 VIS face 
images and 4 NIR face images. All faces were manually 
aligned according to the eye coordinates and cropped in 
128x128 pixels. In order to reduce the computational cost, 
we simply resized the face images into 32x32 and 
transformed each image to form a 1024 dimension input 
feature. Cosine distance was used to measure the similarity 
between samples in feature space and nearest neighbour 
(NN) classifier was adopted for classification.  

We evaluate the proposed method by comparing several 
related VIS-NIR methods, including FDA[13], LSCR[4], 
CDFE[3], PCA+CCA[2], LDA+CCA[2]. Note that all these 
methods are not transductive. In our method, we simply set 
the parameter μ as a small value, e.g. 0.1 (μ=0.1 here), since 
it is only applied to avoid degeneration. Besides, we 
discarded those eigenvectors with small eigenvalue (say 
10e-3). For the PCA related approach, the radio of 
preserving principal components is set to be 99%; In CDFE, 
α, β and k are set to 1, 0.5 and 2 respectively; In addition, 
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Fig. 2. Average recognition accuracy with different training set 

 
the regularized coefficients {λ, η} we utilized in LSCR is 
{0.001, 0.01}, which is suggested in their paper.  

In the following experiment, we randomly selected K 
persons as the training set, and the rest persons for testing, 
where K is varying from 10 to 90 with step 10. Note that, 
there is no overlap in the training set and the testing set. For 
each K, we repeated experiments with different training sets 
10 times and finally obtained the average recognition rate. 

As illustrated in Fig. 2, the CCA based methods did not 
perform well except that there were sufficient training data. 
The result of LCSR was a little worse than that of FDA, the 
reason might be that the two steps approach may suffer from 
overfitting for its variances are more than those in FDA . 
For our proposed method, by considering domain invariant 
feature extraction and target-related discriminant model 
learning in a transductive framework, it outperforms other 
algorithms although they were reported to perform well 
when subjects of testing are included in the training set [4]. 
That is to say, the results verify our analysis in the context 
of transductive VIS-NIR face matching. 

For complement, we compared the performance of each 
part in section 3 (denoted as S_intra, S_inter, MMD 
respectively) to our whole algorithm. In particular, the 
number of leading/last eigenvectors used in each part was 
set to the same as that in THFM. Mean accuracy and 
standard variation on 20 randomly split set (K=50) were 
reported (Table 1). We could find that unsatisfying results 
were gained when considering them individually. However, 
our proposed THFM, taking them all into account using 
transduction, had achieved great improvement. 
 

5. CONCLUSION 
 
This work has formulated the VIS-NIR face matching as a 
transductive learning problem. To our best knowledge, it is 
the first attempt in this field. In particular, we have 
developed a novel transductive subspace learning method 
for heterogeneous face matching by considering the domain 
invariant feature extraction, target related discriminant 
model learning and cross domain difference on testing set at 
the same time. Experiment results show that our proposed 
method has outperformed the related subspace learning 
based VIS-NIR matching approaches. In future, we will go 
on investigating a more suitable face representation for cross 
domain matching,  such as some image descriptors in [5, 6]. 

Table 1. Comparison among parts of THFM  

 S_intra S_inter MMD THFM 
Mean 0.1820 0.0918 0.0383 0.4913 
Std 0.0305 0.0313 0.0205 0.0522 
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