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1 What Do You Learn from This Note

This lecture note is to connect the following two questions?

e Remember that why we need to introduce ROW REDUCTION AL-
GORITHM for any matrix A?

e We know a matrix A can be reduced to a echelon form matrix U, that
is there is a linear transform L such that A = LU. This is also called
a factorization of matrix A. How does this factorization help solving
the matrix equation AT = b?

In this lecture, we focus on a particular type of factorization called LU
factorization of matrix, which provides an alternative method for solving ma-
trix equation.

Basic concept: lower triangular matrix( ~ — %4 ), upper triangular ma-
trix (_E=fFEFE), LU factorization (LU 7 fi#)

2 Triangular Matrix

We first introduce the following:

DEFINITION 1 (lower(upper) triangular matrix, ~ —=fiFE/ L =fMfFF). A
square matrix A is called a lower triangular matrix if [A];; = 0 whenever
i < j where [A];; is the entry of A at i row and j™ column. Reversely, a
square matrix A is called a upper triangular matrix if [A];; = 0 whenever
i > j. Furthermore, a unit lower(upper) triangular matrix is a lower(upper)
triangular matrix A such that [A]; = 1 for all 4.
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We denote L, (U,) for the set of lower(upper) triangular matrices of size
n and L} (UL) the set of unit lower(upper) triangular matrices of size n.

Examples:

(1) Lower triangular matrix:

1 0 00
-1 1 00
2 =510 (1)
-3 8 31
(2) Upper triangular matrix:
3 =7 =2 2
0 -2 -1 2
0O 0 -1 1 (2)
0O 0 0 -1

THEOREM 2. Let A and B are lower triangular matrices. Then
1. A+ B is a lower triangular matrix;

2. rA is lower triangular matrix;

3. AB is lower triangular matrix;

4. AT is upper triangular matrix;

Proof. 1., 2. and 4. are obvious. We will focus on the proof of statement 3
3. For ¢ < j, we have

n j—1 n
[ABlij =) " aubiy = Y aubi+ Y auby; =0
k=1 k=1 k=)



3 The LU Factorization (LUZJM#)

3.1 Definition

DEeFINITION 3 (LU Factorization of a matrix A). If a m x n matriz A is

factorized as follows:
A=LU, (3)

where L 1s a m x m lower triangular matriz with 1 on the diagonal and U is
a m X n echelon form of A, then 3 is the LU factorization of matriz A.

3.2 Why is LU factorization useful?

To answer the question in the title of this section, we first investigate the

following two cases first for solving a matrix equation Az = b.

A simple case: Now let A be L which a m x m lower triangular matrix

with 1 on the diagonal (MLEEFAMR B LEM x mIf T =M, HLHXTA

Zu#F /&1). Consider the matrix equation LT = b. This equation has a
T

unique solution and can be solved readily. The solution ¥ = : can be
xm

computed as follows:

T = b1
Ty = by —lynm
Ty = bm - (lmlxl +---+ lm,m—lxm—l)-

where [;; is the entry value of L at (i, 7).

A more complex case: Moreover if we assume that (521X H IRATAE
WARE iR B T BN, A5 1 RSk B A M #]) matrix for any
matrix equation A¥ = 5, A € R™*™ can be factorized by LU factorization:
A = LU. Denote y = UZ. Then, the matrix equation is equivalent to the
following pair of equations:

S

L
U

(4)
(5)

8 <
Il
<y

Recall the first simple case, solving equation Ly = b is easy. Since U is
the echelon form of A, so it is also very easy to solve the equation UZ = ¢



3.3 How to perform LU factorization?

From the last section, if LU factorization is applicable to matrix A, we
see that solving A7 = b boils down to computing a factorization (L, U),
which is called an LU factorization of A. If LU factorization is applicable to
matrix A, we now demonstrate how to compute such a factorization.

Recall that we can transform any matrix m xn matrix A into an equivalent
matrix U in echelon form using a series of elementary row operations. Let us
think about this procedure more carefully. We observe that the elementary
row operations used in the procedure are of TYPE 1 (r; <> r;) and TYPE 3
(r; :=r; + Arj where ¢ > j) only.

Suppose that we DO NOT need to use any TYPE 1 operations in this
procedure(VER: HIIX HIRA MR R IRATH TR A4, row replacement).
ThusU = E}E,_; - - - E1 A, where for any k, F}, is a TYPE 3 elementary matrix
E..(i,7;A) with ¢ > j. As we have mentioned in the preceding examples, for
all k, Fj are lower triangular matrices, so is (F;--- F;)™' by THEOREM 3.
Now let L = (E;-+- Ey)~' = E; '+« B!, we have

A= (E - -FE) U= (E"' " E "YU =LU.

In practice, L = E;'--- E; ! can be computed simultaneously as trans-
forming A into U:
1. Initially let L := I,,;
2. If (r; := r;+Ar;) is applied in the transformation, then replace the (7, 7)-th
entry of L by —A, i.e. l;; :== —A\.

Remark: Again, we emphasize that NOT ALL matrices can be LU-factorised.
LU-factorising a matrix A is possible iff A can be transformed into echelon
form using only TYPE 3 elementary row operations.

Example: Textbook P145.
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