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1 What Do You Learn from This Note

In the last note, we solve a system S by transforming it into another
equivalent easy—to—solve system, say S’. But what is the meaning of the
so call easy—to—solve system? We suggest that systems with the augmented
matrices in echelon form or even reduced echelon form are easy to solve.

In order to enable us to analyze any system of linear equations, we will
refine the method in the last section into a row reduction algorithm. This
would make our operation more principled.

Basic concept: leading entry (#5'370%), (row) echelon form (Ffir#fJE),
echelon matrix (BB JEHFE), reduced (row) echelon form (f&j4LE#HTE),
reduced (row) echelon matrix (ALY BRIEHIEE), pivot position (F-I0/7E)

2 Echelon Form (FBi#6/E)

DEFINITION 1 (leading entry(45FJG%)). Let A be an m X n matrix (m
rows and n columns). The leftmost nonzero entry (JG#) of the i—th row of
A is said to be the leading entry of the i—th row of A and denote the column
position/index of this entry in the i—th row by LP*"(A). If all the entries
of the i—th row are zero (zero row) then define LP/*"(A) :=n + 1.

Example:
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DEFINITION 2 (echelon form (Fr#£JE)). A m x n matrix A is in echelon
form if

LPI™(A) < LP(A) < --- < LP™"(A).

Example:

o O O O
S O DO NN
S O = =
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DEFINITION 3 (reduced (row) echelon form (fijfbBM#HTE)). A m x n matrix
A is in reduced echelon form if

1. A is in echelon form:;

2. Any leading entry is 1;

3. Any leading entry is the only nonzero entry in its column.

DEFINITION 4 (echelon matrix(F#h JEAFE), reduced echelon matrix({&j 4k
FrfJERERE)).  An echelon matrix (reduced echelon matrix) is one that is in
echelon form (reduced echelon form).

Example:
01090
00100
00001
00 0O0O

THEOREM 5. FEach matrix is row equivalent to one and only one reduced
echelon form.

Proof. See textbook Appendix A. We will discuss it shortly in latter notes
after introducing more about linear algebra. O

DEFINITION 6 (pivot position (FJ0f7H)). Let A be a matrix and B a
matrix in echelon form such that A ~ B. Suppose that the i—th row of B
is nonzero. Then we call the pair (i, LP/°*(B)) a pivot position of A. The
LProv(B)-th column is called a pivot column (F7G41) of A.



3 The Row Reduction Algorithm (474
i)
— Why? Ch A4 ZMMAT ) — The reduced echelon form of a matrix A

has the same solution as the original one. More, the reduced echelon form is
easy for computing.

~ How?(E4M? HTFH2E®E? )
1. The reduced echelon form is unique (&4 FIBNHR T A& ME—[1);
2. The leading entries are on the same positions in any echelon form cor-
responding to a given matrix A. (24945 HFEL N ATAT —ANF BR TE

I, SEFICR SR EM R BB Lo IXEE5E T Iu o N T R AR KR TE
IR R ICEERED);

3. Perform elementary operations: interchange, scaling, and replacement
CRH =155 421k)
— Overview of the following algorithm: Two main steps:
1. STEP 1 ~ STEP 3, compute the echelon form of any given matrix A;
2. STEP 4, compute the reduced echelon form based on the computed

echelon matrix.

— The algorithm

Let A be any m x (n+1) augmented matrix corresponding to a linear sys-
tem consists of m linear equations and n variables. We describe a procedure
(F£]7) for transforming A into its equivalent echelon form and furthermore,
a reduced echelon form using elementary row operations.

Step 1:
e If Ais a zero matrix (all entries are zero, &%), go to Step 4;
e If A is already in echelon form, go to Step 4;

e Otherwise, there must be a nonzero column of A. Let the j—th column
of A be the first (leftmost) nonzero column of A and the i—th entry of
this column the first nonzero entry. If ¢ # 1, apply (r; > r;)on A (F
e SKERTEOUN, FRATRTLAREIANIE A, B AT NI FL I AT A
K —Hh Jo R 2 {E A K T3 AT A e B afe).
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Example:
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Step 2 (IX HLSZRR R V1248 e (1) SCALINGFIREPLACEMENT): — Apply

o A2; . as; o U
To ' =Tog— —T1 |, |\Tsg'=T3— —T1)yee s | T =Ty, — —7
Cllj alj alj

on A in order.

Example:
02120 0 2 1 2 0
r3::7“_37>3r1 00020 7’45:7'4_%7"1 00 0 2 0
00 0O0O0 00 O 0 0
01001 00 —3 —-11

Step 3: Go to STEP 1 for the sub-matrix of A which is an (m — 1) x n
matrix without the first row of A. (¥erJifut, BN AEMSHIHER T
AEERIAT LU EIRTASAT, e B AR 2B R, H AR
BATAR ATy ZEAE P 1)

Example:
02 1 2 0 02 1 2 0
mor [0 =3 =1 1 Jmon | 00 —3 —1 1
00 0 0 O 00 0 2 0
00 0 2 0 00 0 0 0

STEPS 1-3 form a procedure for transforming A into echelon form. To
obtain the reduced echelon form of A, we need another step to proceed.

Step 4: If A is a zero matrix then A is already in reduced echelon form
and we quit the procedure; else let

(Lpl)v (2,]32), R (tvpt}
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be all pivot positions of A. Beginning with the rightmost pivot and working
upward and to the left, apply

1
(T’t = Te )y | Te—1 = Te—1 — Qg—1p,T¢ )5+ -5 | T1 = T1 — Q1pe Tt )
Qtp,

1
<7“t1 = Ti—1 s\ Tt—2 ‘= Tt—2—Qt—2p, Tt—1|y---5 | T1 = T1=Q1p,_1Tt—-1 |,
a/t_17pt71

(=)
r = T1
A1p,

on A in order.
v

1. LA _EStep 4 EAESRIEAMAHR: BN 0H—4, Rl
scalingB A M1 2=, AT Es0s, EidreplacementEAEH 2
Fr E oA p A T ER

2. Step 1%Step 3, FRAATF VLM TP ER, X2 B IRATT NG R
HATH IO Step 42 M G P8R, BEAIRATANG 0 &G —
AT AR AT T AR

Example: The pivot positions of A are

(1,2),(2,3),(3,4).

02 1 2 0 02 1 20 0
73::%7"3 00 —% -1 1 ro:=ro+7r3 0 0 —% 0 1 ri:=r1—2r3 0
00 0 1 0 7 loo 0 10 — 0
00 0 0 0 00 0 00 0
0210 0 0200 2
7‘2::_—37’2 0010 -2 r1:i>1—r2 001 0 =2
0001 0 0001 0
0000 0 0000 0
0100 1
=31 | 0 0 1 0 —2
— 0001 0
0000 O

S O O
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The above described procedure is called Gaussian Elimination (/=74
J67%). It is a very old algorithm. However it is one of the most fundamental
algorithms in mathematics. You need to know this algorithm very well.

4 Solutions of Linear Systems (2 5T FIf#)

Suppose that the augmented matrix A € R™*("+1) has been transformed
into the reduced echelon form. How can we say about the solution set of
the system with augmented matrix A. There are 3 cases corresponding to
empty, singleton and infinite solution set respectively.

CASE 1: The last column of A is a pivot column.
In this case, the system with augmented matrix A contains an equation 0 = 1
which is always unsatisfiable. So the solution set is empty.

CASE 2: Every column is a pivot column except the last one.
In this case, the number of pivots is equal to n, that is the number of variables
of the system. The matrix A is of the form

10 -+ 0 b

01 --- 0 b

0o0 - 10 |,

00 -+ 00

00 -- 00

which corresponds to the system
T = bll
) = b/2

T, = U.

So (b, b5,...,b) is the only solution of this system.

Case 3: Otherwise.
In this case, the solution set is infinite, we can not list all solutions. How-
ever, the solution set can be parameterized by variables corresponding to



non-pivot columns, which are called free variables(d 2z ). That is, we
can obtain a general solution which is expressed in terms of free variables. (.

A LLE BT TR IR)

Example: Let

1 -2 01 1
A=lo0 0 18 -1 ],
0 0 00 O
which is in reduced echelon form with pivot positions (1,1), (2,3). The
corresponding system is
T —21172 +xy = 1
r3 +8xy = -1~

By moving terms, we have

ry = 1+2$’2—l‘4
r3 = —1—8$4 ’

Thus, we obtain a general solution (1#f#) of the system:
(14 2x9 — x4, o, —1 — 814, x4),

where xy, 24 are free variables. If we assign values to x5 and x4 we will obtain
a concrete solution of the system. For instance, if we put x5 := 1, x4 :== —1
then we obtain a concrete solution (4,1,7,—1).
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